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Abstract. Certain characterizations of the Friedrichs and the Kreîn–von Neumann extensions of the tensor product of two nonnegative linear relations $A$ and $B$ in terms of the Friedrichs and the Kreîn–von Neumann of $A$ and $B$ are provided. A characterization of the extremal extensions of the tensor product of $A$ and $B$ is also given.
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1 Introduction

This note is devoted to tensor products of multi–valued linear operators (linear relations) in Hilbert spaces. The main objective is to investigate the links between the extremal extensions of the tensor product of two nonnegative linear relations and the extremal extensions of the linear relations themselves. In particular, the cases of Friedrichs and Kreîn–von Neumann extensions are considered.

More precisely, assume that $A$ and $B$ are nonnegative linear relations in the Hilbert spaces $H$ and $K$, respectively. Then the tensor product $A \otimes B$ of $A$ and $B$ is a nonnegative linear relation in the Hilbert space $H \hat{\otimes} K$. Its closure is denoted by $\hat{A} \hat{\otimes} \hat{B}$. It will be proven that the Friedrichs and the Kreîn–von Neumann extensions of $A \hat{\otimes} B$ are given by:

$$(A \hat{\otimes} B)_F = A_F \hat{\otimes} B_F, \quad (A \hat{\otimes} B)_N = A_N \hat{\otimes} B_N.$$ 

Furthermore, it will be shown that, if $\tilde{A}$ is an extremal extension of $A$ and $\tilde{B}$ is an extremal extension of $B$, then $\tilde{A} \hat{\otimes} \tilde{B}$ is an extremal extension of $\hat{A} \hat{\otimes} \hat{B}$.

The results obtained in this note extend and complete the corresponding ones in [9, 10] and they are strongly related to concepts from various concrete problems in differential geometry (see for instance [3, 6, 15, 16]). The full proofs of the obtained results will be presented elsewhere. Also, should be pointed out that these results will be applied to study the composition and the tensor product of Dirac structures on infinite dimensional spaces, cf. [12].
2 Preliminary results

2.1 Some terminology

A linear relation from a Hilbert space \((\mathcal{H}, \langle \cdot, \cdot \rangle)\) to a Hilbert space \((\mathcal{K}, \langle \cdot, \cdot \rangle)\) is a linear subspace of the Cartesian product \(\mathcal{H} \times \mathcal{K}\). The following self-explanatory notions domain, range, kernel, and multi-valued part of \(A\) will be used throughout the paper:

\[
\begin{align*}
\text{dom} \ A &= \{ f \in \mathcal{H} : (f, f') \in A \}, \\
\text{ker} \ A &= \{ f \in \mathcal{H} : (f, 0) \in A \}, \\
\text{ran} \ A &= \{ f' \in \mathcal{K} : (f, f') \in A \}, \\
\text{mul} \ A &= \{ f' \in \mathcal{K} : (0, f') \in A \}.
\end{align*}
\]

The closures of \(\text{dom} \ A\) and \(\text{ran} \ A\) in \(\mathcal{H}\) and \(\mathcal{K}\), respectively, will be denoted by \(\overline{\text{dom}} \ A\) and \(\overline{\text{ran}} \ A\). The formal inverse \(A^{-1}\) is defined as \(A^{-1} = \{ (f', f) : (f, f') \in A \}\); it is a linear relation from \(\mathcal{K}\) to \(\mathcal{H}\). Observe the following formal identities \(\text{dom} A^{-1} = \text{ran} A\) and \(\text{ker} A^{-1} = \text{mul} A\). The relation \(A\) is closed if it is closed as a subspace of \(\mathcal{H} \times \mathcal{K}\); the closure of the relation \(A\) is the closure of the subspace \(A\) in \(\mathcal{H} \times \mathcal{K}\). If \(A\) is closed then the subspaces \(\text{ker} A\) and \(\text{mul} A\) are closed. A linear relation \(A\) is the graph of an operator if and only if \(\text{mul} A = \{0\}\). In the present context a linear operator \(A\) from \(\mathcal{H}\) to \(\mathcal{K}\) is identified with its graph. It is said to be closable if its closure is the graph of an operator.

The adjoint of a linear relation \(A\) from \(\mathcal{H}\) to \(\mathcal{K}\) is the closed linear relation \(A^*\) from \(\mathcal{K}\) to \(\mathcal{H}\) defined by

\[
A^* = \{ (f, f') \in \mathcal{K} \times \mathcal{H} : \langle f', h \rangle = \langle f, h' \rangle \text{ for all } (h, h') \in A \}.
\]

Observe that \((A^{-1})^* = (A^*)^{-1}\), so that \((\text{dom} A)^\perp = \text{mul} A^*\) and \((\text{ran} A)^\perp = \text{ker} A^*\). Clearly the double adjoint \(A^{**}\) is the closure of the relation \(A\). A linear relation \(A\) in a Hilbert space \(\mathcal{H}\) (i.e., from \(\mathcal{H}\) to \(\mathcal{H}\)) is said to be symmetric if \(A \subset A^*\), or equivalently, if \(\langle f', f \rangle \in \mathbb{R}\) for all \((f, f') \in A\). A linear relation \(A\) in a Hilbert space \(\mathcal{H}\) is said to be nonnegative if \(\langle f', f \rangle \geq 0\) for all \((f, f') \in A\). A linear relation \(A\) in a Hilbert space \(\mathcal{H}\) is said to be selfadjoint if \(A^* = A\) (so that it is automatically closed); it is said to be essentially selfadjoint if its closure is equal to \(A^*\). For any closed linear relation \(A\) the relation \(A_\infty = \{0\} \times \text{mul} A\) is a selfadjoint in the Hilbert space \(\text{mul} A\). A selfadjoint relation can always be orthogonally decomposed as \(A = A_s \oplus A_\infty\) where \(A_s\) is a (densely defined) selfadjoint operator in \(\mathcal{H} \oplus \text{mul} A = \overline{\text{dom}} A\).

2.2 The core of a linear relation

Assume that \(A\) is a linear relation from a Hilbert space \(\mathcal{H}\) to a Hilbert space \(\mathcal{K}\). A subspace \(\mathcal{D} \subset \text{dom} A\) it said to be a core of \(A\) if \(\overline{A|\mathcal{D}} = \overline{A}\). The following result gives a characterization of the core of a linear relation.

Lemma 2.1. Let \(\mathcal{H}\) and \(\mathcal{K}\) be Hilbert spaces and let \(A\) be a linear relation from \(\mathcal{H}\) to \(\mathcal{K}\). Assume that \(\mathcal{D}\) is a subspace of \(\text{dom} A\) having the following property: for any \((f, f') \in A\) there exists a sequence \((f_n, f'_n)\) in \(A\), \((f_n) \subset \mathcal{D}\) such that \(f_n \to f\), \(f'_n \to f'\) when \(n \to \infty\). Then \(\mathcal{D}\) is a core of \(A\).

This result will be used in Lemma 3.1 when describing the core of tensor products of linear relations.
2.3 Friedrichs, Kre˘g-r von Neumann and extremal extensions of nonnegative linear relations

Let \( A \) be a nonnegative linear relation in a Hilbert space \( \mathcal{H} \). There exist two nonnegative selfadjoint extensions \( A_F \), the Friedrichs extension, and \( A_N \), the Kre˘g-r von Neumann extension, such that all nonnegative selfadjoint extensions \( \tilde{A} \) of \( A \) satisfy the following inequality

\[
A_N \preceq \tilde{A} \preceq A_F,
\]

which is understood in the sense of the associated forms (see for instance [7]). In the language of linear relations \( A_F \) consists of all pairs \((f, f') \in A^*\) for which there exists a sequence \(((f_n, f'_n))_n \subset A\) such that

\[
f_n \to f, \quad (f'_n - f'_m, f_n - f_m) \to 0, \quad m, n \to \infty.
\]

Analogously, the Kre˘g-r von Neumann extension \( A_N \) consists of all pairs \((f, f') \in A^*\) for which there exists a sequence \(((f_n, f'_n))_n \subset A\) such that

\[
f'_n \to f', \quad (f'_n - f'_m, f_n - f_m) \to 0, \quad m, n \to \infty,
\]

which is equivalent to \( A_N = ((A^{-1})_F)^{-1} \), cf. [4].

The class of extremal extensions was introduced by Yu. Arlinski˘g in [2]. By definition, a nonnegative selfadjoint extension \( \tilde{A} \) of \( A \) is called extremal when

\[
\inf \{ \langle f' - h', f - h \rangle : (h, h') \in A \} = 0 \quad \text{for all} \quad (f, f') \in \tilde{A},
\]

see [2]. Clearly, the Kre˘g-r von Neumann extension \( A_N \) and the Friedrichs extension \( A_F \) are extremal extensions.

2.4 A factorization of extremal extensions

Let \( A \) be a nonnegative linear relation in a Hilbert space \( \mathcal{H} \). Provide the linear space \( \text{ran} A \) with the semi-inner product \(\langle \cdot, \cdot \rangle_R\) defined by

\[
\langle f', g' \rangle_R := \langle f', g \rangle = \langle f, g' \rangle, \quad (f, f'), (g, g') \in A.
\]

Define the linear space \( \mathcal{R}_0 \subset \text{ran} A \) by

\[
\mathcal{R}_0 = \{ f' : \langle f', f \rangle = 0 \text{ for some } (f, f') \in A \}.
\]

Then \( \mathcal{R}_0 = \text{ran} A \cap \text{mul} A^* \), cf. [8, Lemma 4.1]. Clearly, the quotient space \( \text{ran} A / \mathcal{R}_0 \) is a pre-Hilbert space with the inner product

\[
\langle [f'], [g'] \rangle_S := \langle f', g \rangle = \langle f, g' \rangle, \quad (f, f'), (g, g') \in A,
\]

where \([f'], [g']\) denote the equivalence classes containing \(f'\) and \(g'\). Let \( \mathcal{H}_A \) be the Hilbert space completion of \( \text{ran} A / \mathcal{R}_0 \), whose inner product is again denoted by \(\langle \cdot, \cdot \rangle_S\). The linear relation \( Q \) from \( \mathcal{H} \) to \( \mathcal{H}_A \) is defined by

\[
Q = \{ (f, [f']) : (f, f') \in A \}.
\]
so that actually \(Q\) is (the graph of) an operator. Define the linear relation \(J\) from \(\mathcal{H}_A\) to \(\mathcal{H}\) by

\[
J = \{ ([f'], f') : (f, f') \in A \},
\]

so that \(\text{mul} J = \mathcal{R}_0\). Since \(J\) is densely defined in \(\mathcal{H}_A\), \(J^*\) is an operator. The definitions (2.5) and (2.6) imply that \(J \subset Q^*\) and \(Q \subset J^*\). In particular \(Q^{**}\), the closure of \(Q\), is an operator. Now one can state the following factorization result established in the general case in [8, Theorem 4.3]; in the case that \(A\) is densely defined, see [1, Proposition 3.1].

**Theorem 2.2.** [1, 8] Let \(A\) be a nonnegative relation in a Hilbert space \(\mathcal{H}\) and let \(J\) and \(Q\) be defined by (2.5) and (2.6). Then the Kre˘ın-von Neumann extension \(A_N\) of \(A\) is given by \(A_N = J^{**}J^*\) and the corresponding closed form \(t_N\) is given by

\[
\langle t_N(f, g) \rangle_R = \langle J^*f, J^*g \rangle_R, \quad f, g \in \text{dom} J^* = \text{dom} A_N^{1/2}.
\]

Furthermore, the Friedrichs extension \(A_F\) of \(A\) is given by \(A_F = Q^{**}Q^*\) and the corresponding closed form \(t_F\) is given by

\[
\langle t_F(f, g) \rangle_R = \langle Q^{**}f, Q^{**}g \rangle_R, \quad f, g \in \text{dom} Q^{**} = \text{dom} A_F^{1/2}.
\]

Let \(\mathcal{L}\) be any subspace such that

\[
dom A \subset \mathcal{L} \subset \text{dom} J^* = \text{dom} A_N^{1/2},
\]

and associate with \(\mathcal{L}\) the restriction operator \(R_\mathcal{L}\) from \(\mathcal{H}\) to \(\mathcal{H}_A\) by

\[
R_\mathcal{L} := J^* \upharpoonright \mathcal{L} = \{ (f, f') \in J^* : f \in \mathcal{L} \}.
\]

Since \(J^*\) is a closed operator from \(\mathcal{H}\) to \(\mathcal{H}_A\), it is clear that \(R_\mathcal{L}\) is a closable operator. The definition of \(R_\mathcal{L}\) and Theorem 2.2 lead to

\[
\langle R_\mathcal{L}f, R_\mathcal{L}g \rangle_R = \langle J^*f, J^*g \rangle_R = \langle t_N[f, g] \rangle_R, \quad f, g \in \mathcal{L}.
\]

Hence, \(R_\mathcal{L}\) is closed if and only if the restriction to \(\mathcal{L}\) of the form \(t_N[\cdot, \cdot]\) is closed. Clearly, operators of the form \(R_\mathcal{L}\) induce nonnegative selfadjoint relations \(R_\mathcal{L}^{**}R_\mathcal{L}^*\) and the corresponding closed nonnegative forms \(t_\mathcal{L}\) are given by

\[
\langle t_\mathcal{L}(f, g) \rangle_R = \langle R_\mathcal{L}^{**}f, R_\mathcal{L}^{**}g \rangle_R, \quad f, g \in \text{dom} R_\mathcal{L}^{**}.
\]

This yields the following useful characterization of extremal extensions of \(S\); again the general case is established in [8, Theorem 6.1] and the densely defined case in [1, Proposition 4.1].

**Theorem 2.3.** [1, 8] Let \(A\) be a nonnegative relation in a Hilbert space \(\mathcal{H}\). Then the following statements are equivalent:

(i) \(\tilde{A}\) is an extremal extension of \(A\);

(ii) \(\tilde{A} = R_\mathcal{L}^{**}R_\mathcal{L}^*\) for some subspace \(\mathcal{L}\) such that \(\text{dom} A \subset \mathcal{L} \subset \text{dom} A_N^{1/2}\);

(iii) \(\tilde{A}\) is a nonnegative selfadjoint extension of \(A\) whose corresponding form \(\tilde{t}\) satisfies \(\tilde{t} \subset t_N\).
2.5 Tensor product of Hilbert spaces

Assume that $H$ and $K$ are two separable complex Hilbert spaces. For $f \in H$ and $g \in K$ define the conjugate bilinear form $f \otimes g$ on $H \times K$ by:

$$(f \otimes g)(h, k) = \langle h, f \rangle_H \langle k, g \rangle_K,$$

$$(h, k) \in H \times K.$$  

The set of finite linear combinations of such forms is denoted by $H \otimes K$. By extending the map $(f \otimes g, h \otimes k)_{H \otimes K} := \langle f, h \rangle_H \langle g, k \rangle_K$, $f, h \in H$, $g, k \in K$, sesqui-linearly to $H \otimes K$, one obtains an inner product which turns $H \otimes K$ into a pre-Hilbert space. Its completion is denoted by $\hat{H} \otimes \hat{K}$ and is called the tensor product of $H$ and $K$, cf. [11].

The following simple remark will be used several times from now on: if $f_n, f \in H$, $g_n, g \in K$ then

$$(f_n \rightarrow f, g_n \rightarrow g) \text{ implies } f_n \otimes g_n \rightarrow f \otimes g, n \rightarrow \infty.$$  

3 The tensor product of linear relations in Hilbert spaces

Assume that $A$ and $B$ are linear relations in the Hilbert spaces $H$ and $K$, respectively. Define the linear relation $A \otimes B$ as the set of all finite linear combinations of the following pairs of the conjugate bilinear forms $(f \otimes g, f' \otimes g')$, when $(f, f') \in A$ and $(g, g') \in B$.

Remark 3.1. Some basic properties of the tensor product of linear relations are listed below; their proofs are similar to the corresponding properties of linear operators.

(i) For linear relations $A$ and $B$ in $H$ and $K$, respectively, $A \otimes B$ is a linear relation in the Hilbert space $\hat{H} \otimes \hat{K}$ i.e. $A \otimes B$ is a linear subset of $(\hat{H} \otimes \hat{K})$.

(ii) It is easily seen that:

$$(A^* \otimes B^*)^* \subset (A \otimes B)^*.$$  

(iii) The closure $A \otimes B$ of $A \otimes B$ is called the tensor product of $A$ and $B$ (in the sense of relations). In particular, when $A$ and $B$ are closable (their closures are graphs of linear operators), so is $A \otimes B$ and then $A \otimes B$ is a closed operator in the Hilbert space $\hat{H} \otimes \hat{K}$.

(iv) If both relations $A$ and $B$ are symmetric, so is $A \otimes B$. Furthermore, in the case that $A$ and $B$ are essentially selfadjoint relations the same is true for $A \otimes B$ which implies that $A \otimes B$ is a selfadjoint relation in $\hat{H} \otimes \hat{K}$, cf. [17, pag. 264].

The next lemma will be used in the proof of the main results of this note.

Lemma 3.1. Assume that $A$ and $B$ are closed linear relations in the Hilbert spaces $\mathcal{H}$ and $\mathcal{K}$, respectively. Let $\mathfrak{M}$ be a core of $A$ and let $\mathfrak{N}$ be a core of $B$. Then $\mathfrak{M} \otimes \mathfrak{N}$ is a core of $A \otimes B$. 

3.1 Tensor products of nonnegative linear relations

In what follows some preparatory results concerning the tensor products of nonnegative linear relations are presented.

Lemma 3.2. Let $A$ and $B$ be two nonnegative linear relations in the Hilbert spaces $\mathcal{H}$ and $\mathcal{K}$, respectively. Then $A \hat{\otimes} B$ is a closed nonnegative relation in the Hilbert space $\mathcal{H} \hat{\otimes} \mathcal{K}$.

The statement of Lemma 3.2 can be shown using some nonnegative selfadjoint extensions as follows. Let $\tilde{A}$ be a nonnegative selfadjoint extension of $A$ and let $\tilde{B}$ be a nonnegative selfadjoint extension of $B$. It follows immediately by Remark 3.1 (iv) and the definition of a nonnegative linear relation that $\tilde{A} \hat{\otimes} \tilde{B}$ is a nonnegative selfadjoint extension of $A \hat{\otimes} B$. Hence $A \hat{\otimes} B \subset \tilde{A} \hat{\otimes} \tilde{B}$ is a nonnegative linear relation as well.

The next result describes the tensor product of the square root of two nonnegative selfadjoint relations by means of the square root of their tensor product.

Lemma 3.3. Let $A$ and $B$ be two nonnegative selfadjoint linear relations in the Hilbert spaces $\mathcal{H}$ and $\mathcal{K}$, respectively. Then:

\[(A \hat{\otimes} B)^{\frac{1}{2}} = A^{\frac{1}{2}} \hat{\otimes} B^{\frac{1}{2}}\]

3.2 The extremal extensions of the tensor product of two nonnegative linear relations

The first main result of this note offers some links between the extreme extensions of the tensor product of two linear relations and the extreme extensions of the linear relations themselves, respectively. The proof is based on the characterizations of the Friedrichs and the Krein–von Neumann extensions given in Subsection 2.3.

Theorem 3.4. Let $A$ and $B$ be two nonnegative linear relations in the Hilbert spaces $\mathcal{H}$ and $\mathcal{K}$, respectively. Then one has:

(i) $A_F \hat{\otimes} B_F = (A \hat{\otimes} B)_F$;

(ii) $A_N \hat{\otimes} B_N = (A \hat{\otimes} B)_N$.

The next result shows that the tensor product of two extremal extensions is an extremal extension as well.

Theorem 3.5. Let $A$ and $B$ be two nonnegative linear relations in the Hilbert spaces $\mathcal{H}$ and $\mathcal{K}$, respectively. Denote by $J$ the linear relation associated to $A \otimes B$ given by:

\[J = \{ ([e'], e') : (e, e') \in A \otimes B \}.\]

Then the following statements are valid.

(i) Let $\tilde{A}$ and $\tilde{B}$ be two extremal extensions of $A$ and $B$, respectively. Then $\tilde{A} \hat{\otimes} \tilde{B}$ is an extremal extension of $A \hat{\otimes} B$. In particular, for every subspace $\mathcal{L}$ of $\mathcal{H} \hat{\otimes} \mathcal{K}$ satisfying

\[\text{dom} \tilde{A} \otimes \text{dom} \tilde{B} \subset \mathcal{L} \subset \text{dom} \tilde{A}^{\frac{1}{2}} \otimes \text{dom} \tilde{B}^{\frac{1}{2}}\]

...
one has
\[ \tilde{A} \otimes \tilde{B} = (J^* |_\mathcal{L})^* (J^* |_\mathcal{L})^{**}. \]

(ii) Let \( \tilde{E} \) be an extremal extension of \( A \otimes B \). Then there exists a subspace \( \mathcal{L} \) of \( \tilde{\mathcal{S}} \otimes \tilde{\mathcal{R}} \) with \( \text{dom} \tilde{A}^\frac{1}{2} \otimes \text{dom} \tilde{B}^\frac{1}{2} \subset \mathcal{L} \subset \text{dom} \tilde{A}^{\frac{1}{2}} \otimes \text{dom} \tilde{B}^{\frac{1}{2}} \) such that
\[ \tilde{E} = (J^* |_\mathcal{L})^* (J^* |_\mathcal{L})^{**}. \]

(iii) Let \( \mathcal{M} \) and \( \mathcal{N} \) be linear subspaces of \( \tilde{\mathcal{S}} \) and \( \tilde{\mathcal{R}} \), respectively, such that \( \text{dom} \tilde{A}^\frac{1}{2} \subset \mathcal{M} \subset \text{dom} \tilde{A}^{\frac{1}{2}} \) and \( \text{dom} \tilde{B}^\frac{1}{2} \subset \mathcal{N} \subset \text{dom} \tilde{B}^{\frac{1}{2}} \), respectively. Then one has:
\[ \tilde{A}^\mathcal{M} \otimes \tilde{B}^\mathcal{N} = (J^* |_{\mathcal{M} \otimes \mathcal{N}})^* (J^* |_{\mathcal{M} \otimes \mathcal{N}})^{**}. \]
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