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Abstract

The properties of the Multiple Hybrid Laplace-Z transformation are presented.
Using them one obtains a direct method of solving differential-difference equa-
tions. This method is illustrated by its applications to stochastic processes and
to the differential equations of the transition probabilities in queueing theory.
The same hybrid transformation is employed to obtain transfer matrices for
different classes of hybrid linear control systems.
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1 Introduction

A great deal of research is being out today on multidimensional (nD) systems, deter-
mined by their processing, computer tomography, geophysics etc.

An important subclass of nD systems is represented by the multidimensional sys-
tems which are continuous with respect to some variables and descrete with respect
to others. Such hybrid systems were studied in [5], [6], [9], [11], [12]. They were used
as models in the study of linear repetitive processes [1], [3], [15] or of iterative learning
control synthesis [7].

This approach implies the necessity to use a suitable multiple Laplace-type trans-
formation.

In this paper a multiple hybrid Laplace Z-transformation is defined and its prin-
cipal properties are emphasized, by generalizing. The results presented in [12]. These
properties are used for solving multiple differential-difference equations, integral equa-
tions and integro-differential-difference equations.

The advantages of this method are illustrated by appplying it to some differential
recurrence equations which appear in the study of the stochastic processes or in the
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queueing theory can be the same hybrid transformation can be applied to Roesser-
type and Fornasini-Marchesini-type models, including descripter and delayed systems,
to obtain their transfer matrices.

2 Multiple Hybrid Laplace Z-Transformation

The following definitions and theorems extend the usual (1D) Laplace and Z trans-
formations and generalize the 2D transformation studied in [12].

Definition 2.1. A function f: R? x Z" — (' is said to be an original function if
f has the following properties:

i) f(t1,...,tg k1, . k) =0if t; <0 or kj <O for some i € §or j €7,

i) f(-,...,k1,..., ky) is piecewise smooth on RY for any (ki,...,k,) € Z7,

iii) IMy > 0,04, >0,i€q, Ry, >0,j € 7 such that V¢; >0,i€q,Vk; € Zy,jET

q T
If(te, ... tg ke, ... k)| < My (exp (Z%tz)) HRf{f
j=1

i=1
Definition 2.2. For any original function f, the function

F(51,...,sq;z17...,zr):/ / Z Z flta, . tgi k..o, kr)-
0 0

(21) k1=0 kr=0
e st efs‘lt‘lszl .. .z;k"dn .Lodt
is said to be the Multiple Hybrid Laplace Z-Transform (MHLZT) of f.
We shall use the notation F(s;z), where s = (s1,...,5¢) and z = (21,...,2,) and
L. for the operator defined by (2.1), hence F'(s; z) = Lq.[f(t; k)] = Lq - [f].

The following results are proved in [13].
Theorem 2.3. (linearity). For any original functions f and g and o, 8 € C

Lq,r[af + ﬁg] = aﬁq,r[f] + B‘Cq,r[g]~

Theorem 2.4. (first time delay theorem). For any a = (a1,...,a,) € RY and
b=(by,....b) € Z",

q ks
Lorlf(tt —a1,...,tqg —aq;k1 —b1,..., ko —ba)] = <exp (— E aisi>> (l | Z; J) F(s;z2).
i=1 j=1

Definition 2.5. For o = {i1,...,4} C ¢ and 8 = {j1,...,4n} C 7, the (o, f)-
partial MHLZT L, (o, 8) is defined by

Cq,r(aaﬂ>[f(t7k)]:AwAm Z Z f(tla"'vtq;klw"akr)'

kjy =0 kj,=0

’ (exp (7 ZiEa siti)) (H]Eﬂ Z;_kj) dtil ce dtiz'
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Obviously, if « = gand 8 =7, L,,(q,7) = Ly if B =0 th ar(0,0) =
the multiple Laplace transformation; if « = @ then £, (0, 8) = Zh = the multlple z
- transformation; if « = 0 and 8 =0, £, (0,0)[f] = f.
We shall use the following notations: if o = {i1,...,4;} C @
f(0a+; ]f) = f(tl, e ,tilfl, 0+,ti1+1, e 7til71,0+7til+1; e ,tq; If)

and f(0,+;k) = f(Oa+;k) when o = {i}; similar significations have f(¢;03) for
ﬁ:{jl,...7jh} C 7 and f(t;Oj)7j€77.

For v = (Yiy,.--»vi,) € (N*) and 6 = (0;,,...,0;,) € (N*)", e (t k+6) denotes
oY Tty
W‘f t;k‘+29j€j 5
Gty Py
sT=s" 81 20 = z?ljl ]’Lh and |y| = I.

The family of all non- empty subsets of @ = {iy,...,4} and B8 = {j1,..., 5}

are denoted by E, and Ejy respectively. For ( = Ep, (={je ¢l0; > 0}, Dg¢ =
941—1 OCp_l

H{o,1,...,0j—1} and if ¢ = {C1,..., ¢, Zstandbfor Z Z Ife € E,,

jed ke =0 k¢,=0
and € = {613627""57”}7 75 = (7517""’75711,) then for 775 = (7751""’775771) 6 va
Ve —1 Yem —1

Z stands for Z Z

Ne<7e—1 Ne;=0  ne,, =0
Theorem 2.6. (differentiation and second time delay). For any i € q, j € T,
v = ("yil, - 7’}/1'1) S (N*)l and 6 = (Gjl,. .. 70jh) S (N*)h

Lo | GHER| = siF(532) = £, G104 0)

Lorf(tik+ej)] = 2F(s;2) — Lo (G §)[f(£:05)]

Ly, [gt“{ (t; k + 9)] =720 F(s;2)+

+ZG Z Z (_1)|5|+\C|Sgs' Z ’Ys Ne — IZEQT |:gt77f 05+70C :| (Hz ) .

c€EEy (EEy Ne<ve—1 Jjeg

Definition 2.7. Given two original functions f and g, the (g, r)-hybrid convolution
of f and g is the function denoted by f * g which is given by

(f*g)(tl,---7tq;k1,-~-, / / Z qul,.. uq,ll,...,l.)

=0  1.=0
gt —ua, .ty —ugrkr — Lo ke — ) dug - dyy
and which equals 0 otherwise.

Theorem 2.8. (convolution). For any original functions f and g

Lo [(f xg)(t: k)] = F(s;2)G(s;2).
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3 Multiple differential-difference and integral
equations
Let f be an original function; 7 € 7, I € N*, 8 = {j1,...,jn} € 7 and 6 =
(0j17' e 76jh) € (N*)h
Definition 3.1. The j-first difference ((j, 1)-difference) of f is the function

0 ift; <Oor k; <0 for somei € q,ler
Ajf(t;k) = f(tl, otk .,kjfl,kj + 1,]€j+17 .. .,k‘r)—
—f(tl,...,tq;kl,...,kj_l,kj,kj+1,...,kr) otherwise.

The (4,1)-difference of f is defined by induction by
ALf(tR) = Aj(ATH (k)
The (8, 0)-difference of f is defined by induction by

N f(tk) = AV AT f (5 ).

q T
Let I' be a subset of URQ and © a subset of U Z’ . For v = (Vi;s.--1%i,) €T
i=1 j=1
and 0 = (0;,,...,0;) € © we denote a coefficient Aryioyin 3 Oy - . 05,) by ayg. A
multiple differential-difference equation has the form

(3.1) SO oo At ) = (1)

vel' €O

where ayg € R, Vy €T, 6 € O, z(t; k) is un unknown original function and f(¢; k) is
a given original function.
We consider the boundary conditions

ans
(3'2) 871‘5(05"';0() = ge,C(té; kf)v €= E'ya C € Py

where ¢, and kg stand for tn, . o, and kg, g, if @ = (a1,...,q;) and f =

(ﬂla"'aﬁn)-

By using Definition 3.1, the equation (3.1) can be rewritten as
97
(3.3) S byo 5 2t ki +0) = f(t,F)
vel 9O

By Theorem 2.6 and by applying the MHLZT to the equation (3.3) with boundary
conditions (3.2) it is transformed into the algebraic equation

B(s;2)X(s;2) + C(s;2) = F(s;52)
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F(s;z) —C(s;2)

having the solution X(s;z) = , where B(s;z) and C(s;z) are the

B(s; z)
polynomials
o Yi Yi, 0; 0
B(s;2) = Z Z b'VGS’YZ = Z Z b’Yz‘l ----- Yiy 1031 0n Sill S8y ! ijl o Zji,
Vel 6e® €T 60
and
Cls:2) = Z Z bo2” Z Z (—1)lel+lclsre Z sleme1.
~€eT 9O c€E., CEEy o1
: Z Lqr(€,C)Gen(te, kg)(H z )
Do.n je¢

Application 3.2. A Poisson process (Xt)tERJr is described by the probabilities
Py(t) = P(X; = k), k € N, which verify the system of differential equations

(3.4) PY(t) = ~ARy(t)

(35) P];+1(t) = _)‘Pk+1(t)+)‘Pk(t)’ ]{7:0,1,

with the initial conditions Py(0) = 1 and P,(0) =0, k=1,2,....

By using the notation Py (t) = x(¢, k) the system (3.4), (3.5) becomes a differential-
difference system which is transformed (by Theorem 2.6) as above, by applying the
MHLZT to the second equation and the usual (1D) Laplace transform £ to the first
one, into an algebraic system

sL[x(t,0)] — 2(0,0) = =AL[z(t, 0)]
82X (s,z) — szL[x(t,0)] — zZ[z(0, h)] + 22(0,0) =
= —Az(X(s,2) — L[z(t,0)]) + AX (s, 2).

Since x(0,0) = Py(0) = 1 and the 1D Z-transform Z[z(0, k)] equals

> 20,k = P(0)z7F =1,
k=0 k=0
. . 1
this system has the solution L[z(t,0)] = i and
X(s.2) = N pago)= 2

sz + Az — A sz+ Az — A

Ik
e k') .k eN.
Application 3.3. In Queueing theory, the transition.probabilities pi;(t) =

P4t = jl& = 1) of a system M/M/1 verify the system of differential equations
(see [8])

whose original is the usual solution Py(t) = z(t,k) = e

Pio(t) = —=Apio(t) + ppii ()
P () = Apij—1(t) — (A + p)pij (t) + ppi j+1(t)
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with the initial conditions p;;(0) = 6;;, where 0 < A < p.

By denoting p;;(t) = x;(t,j) and L[z;(¢,7)] = Xi(s, z) and by applying the MH-
LZT and Theorem 2.6 as in Application 3.2, the differential-difference system is trans-
formed directly intoa set of algebraic equations having the solutions

27 4 Ll (8, 0)]uz(1 — 2)

Xi ) =
(5,2) (s+A+p)z—A—pz?

whose original has the usual expression of the probabilities p;;(¢).
A multiple continuous-discrete convolution integral equation has the form

t1 tqy k1 k2
Am(tl,...,tq;kl,...,kg)+/ / Z...Zm(ul,.4.7uq;l1,...,lr)-
0 0

(3.6) 11=0  l3=0
-g(t1 —Ul,...,0q — Uk k1 — 1, ... ke —lz)dul...duq If(t1,...,tq;k1,...,/€7»)

where A € R, z(t; k) is an unknown original function and f and g are given original
functions.
By applying MHLZT, due to Theorem 2.8 (3.6) is transformd into the algebraic
equation
AX(s;2) + X(s;2)G(s;2) = F(s;2)

and the solution of (3.6) is the original of the function

F(s; 2)
X(s;2) = .
(5;2) A+ G(s;2)
Similarly, by combining the equations (3.1) and (3.6) one obtains multiple integro-
differential-difference equations which can easily by solved following the same ap-
proach.

4 Transfer matrices of multiple hybrid control
systems

The 2D discrete-time Roesser [14] and Fornasini-Marchesini [2] models were extended
to 2D or nD continuous-discrete linear systems in [4], [5], [6], [10] and [11]. The
MHLZT can be applied to obtain the transfer matrices of different classes of such
systems.

Because of lack of space, we limit ourselves to present only the transfer matrices
of the descriptor and delayed systems, obtained from the state space representations

by using MHLZT and Theorems 2.3, 2.4 and 2.6.
The Roesse type multiple hybrid descriptor and delayed systems has the transfer
matrix

H(s;z) = [00 +C1 <exp <i1as>> (Jljl zjﬁf)] x
. [ ()= (@) o (o (35 ()]
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and the transfer matrix of the corresponding Fornasini-Marchesini system is

H(s;2) = (Co + Cre” "2 ") (EsT — Z Ag,r55°2° — Z Aprgs7 e,

(7,6)C(q,7) (7,8)C(q,7)
. ( Z Boyf,gsté + Z Bl,T,gstéeaszb> + Do + Die™ 270,
(7,6)C(q,7) (7,6)C(q,7)

q T

us _ —b;

where e~?* denotes exp <— E aisi) and 2~ denotes H z; 7.
i=1 j=1

References

[1] M. Dymkov, F. Gaishun, K. Galkovski, E. Rogers, D.H. Owens, Fzponential
stability of discrete linear repetitive processes, Int. J. Control 75, 12 (2002), 861-
869.

[2] E. Fornasini and G. Marchesini, State space realization theory of two-dimensional

filters, IEEE Trans. Aut. Control, AC-21 (1976), 484-492.

[3] K. Galkovski, E. Rogers and D.H. Owens, New 2D models and a transition matriz
for discrete linear repetitive processes, Int. J. Control, 72, 15 (1999), 1365-1380.

[4] K. Galkovski, State-space Realizations of Linear 2-D Systems with Extensions to
the General nD (n > 2) Case, Lecture Notes in Control and Information Sciences,
263, Springer Verlag London, 2001.

[5] T. Kaczorek, Controllability and minimum energy control of 2D continuous-
discrete linear systems, Appl. Math. and Comp. Sci., 5, 1 (1995), 5-21.

[6] T. Kaczorek, Singular two-dimensional continuous-discrete linear systems, Dy-
namics of Continuous, Discrete and Impulsive Systems, 2 (1996), 193-204.

[7] J. Kurek and M.B. Zaremba, Iterative learning control synthesis on 2D system
theory, IEEE Trans. Aut. Control, AC-38, 1 (1993), 121-125.

[8] Gh. Mihoc, G. Ciucu, Aneta Muja, Modele matematice ale asteptarii (Mathe-
matical Queueing Models), Editura Academiei, Bucuresti, 1973.

[9] V. Prepelitd, Criteria of reachability for 2D continuous-discrete separable sys-
tems, Rev. Roumaine Math. Pures Appl., 48, 1 (2003), 81-93.

[10] V. Prepelitd, Generalized Ho-Kalman algorithm for 2D continuous-discrete
linear systems, Analysis and Optimization of Differential Systems, V.
Barbu, I. Lasiecka, D. Tiba, C. Varsan eds., Kluwer Academic Publishers,
Boston/Dordrecht/ London (2003), 321-332.

[11] V. Prepelita, 2D Continuous-Discrete Laplace Transformation and Applications
to 2D Systems, Rev. Roum. Math. Pures Appl., 49, 4 (2004), 355-376.



Applications of the multiple hybrid Laplace-Z transformation 147

[12] Monica Parvan and V. Prepelitd, Frequency Domain Methods for (q,r)-Hybrid
Control Systems, A XXXII-a sesiune de comunicari gtiintifice cu participare
internationala " TEHNOLOGII MODERNE IN SECOLUL XXI’ - MINISTRUL
APARARII NATIONALE - Academia Tehnica Militard, Bucuresti, 2005.

[13] V. Prepelita, Multiple (q,r) Hybrid Laplace Transformation and Applications to
Multidimensional Hybrid Systems. (to appear)

[14] R.P. Roesser, A Discrete state-space model for linear image processing, IEEE
Trans. Aut. Control, AC-20, (1975), 1-10.

[15] E. Rogers, D.H. Owens, Stability Analysis for Linear Repetitive Processes, Lec-
ture Notes in Control and Information Sciences, 175, Ed. Thoma H, Wyner W.,
Springer Verlag Berlin, 1999.

Authors’ address:

Valeriu Prepelita and Elena Laura Stanculescu

University Politehnica of Bucharest, Department of Mathematics I
Splaiul Independentei 313, 060032 Bucharest, Romania

email: vprepelita@mathem.pub.ro



