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Abstract

In this work, we study a finite Markov chain, on a partition of W = [0,1],
as an approximation of the Markov process associated to a branching process
defined by Smith and Wilkinson [18]. We determine the state limit vectors of
this Markov chain.

Mathematics Subject Classification: 60J80.
Key words: Markov process, Markov chain, branching process, probability measure.

1 Introduction

Let E={1,2,...,r} be a finite set, (€)n>1 be a sequence of independent and identi-
cally distributed E-random variables, defined on a field of probability (2, X, P), and
v be a discrete distribution on E:

¢gi>0, Pley=1)=gqi 1€E, Eq;: 1.
icE
For every ¢, and for all w € W = [0, 1], we associate a generating function of proba-
bility
' oo ) o0
pe(w) = ZP:‘(E)W', pi >0, Ep.—(e) =1.
i=0 i=0
The sequence {¢,,(w)}n>1 has the same distribution as (€, )n>1 and is called random
environmenti. Consider the matrix P = (P;;); j, where

P;j is the coefficient of v’ in E[p,, (w)]’, i,j € Z.
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Since €, are independent, it follows that P;; is random variable independent of n. We
have '

oo oo
Y Pjw = Elpe,(w)ff, D) Pj=1, Vi€eZandw=1
Jj=0 j=0

On the set of integers, we define the sequence of random variables {Z, }n>¢ as follows

Zn
Zog1=) &1, ifZn>0and Znp1 =0 if Z, =0.
=1

Conditioned by € = (€n)n>1, the sequence (Z;),>0 defines a Markov chain whose
initial probability is P(Zy = i) = §;;, where 6;; is the Kroneker symbol, and the
transition matrix P is defined above, called branching process in random environment
[18]. This stochastic process represents a natural process of dividing particles, whose
life period is given. Independent of the initial particle, each particle gives rise to
descendants according to a generating function of probability and so on, each new
generation having a different generating function of probability from a family &. Z,
represents the sum of all individuals from the generation n. |

2 Associated Markov process

Let W = [0,1] and the family of generating functions of probability ® = {¢} }reE

o0 )
oW — W, gok(w)=2pfwi, Zzpf <o, kEFE.
i=0 i=1

For given wy, fixed but arbitrary in W, we define the W-sequence of random variables
(Xn)n>0a8 Xng1 = Piora (Xn), where Xy = wg. The process X,, is a random product
of generating functions of probability from the family ®, where the random point X,
is defined as

Xn = (Pen 0 0 pe,)(wo), n21, Xo=wo.
Now we are interested to study the convergence in distribution of X, to a limit

probability measure on W, the g-algebra of Borel subsets of W.
To give an answer to our problem, we define the Markov operator

Ufw) = g:f(pi(w)), wewW, fe C(W)
i€E

where C(W) is the set of all bounded continuous complex-valued functions on W.
The iterares of U are

i) = 3 g fl(pi 0o )(w)]
- i1,..4in€EE .
= E[f(¢e™(w))),
where we put ¢(™(w) = (i, 0- -0 i, )(w).
According to Kaijser [8], and Barnsley and Elton [3], the following result holds.
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' ) - N — X, (w"
Theorem 2.1 Suppose 0 < r <1 and F (log X1 () _1(w )I) < logr. Then

|wi' — wﬂl
there ezists a probability measure p such that lim U™ f(w) = [, fdp.
n—o0

Moreover, according to [7], for a random environment ¢ the sequence Z,, converges
a. s. to a random variable defined on 0,1,2,... and the generating function of X,
converges to E(p., o---0p.,(w)), w € W. Therefore, if n — oo, the random variable
@™ (w) = (@e, 0 -0, )(w) is convergent in probability to a random variable &(w),
for all w € [0,1]. The sequence {X,(w)} is a Markov process with values in [0, 1],
studied by Smith and Wilkinson [18], called dual process associated to the branching
process in random environment. This process is a Markov chain with transition
probability
P(w:A) = EQEIA(QDH(-W)), Ywe W,
icE

where A € W, I4(-) is the indicator function of the set A and the transition probablhty
after n steps is

PMw;A)= Y. ¢, @i, Ial(pi, 00 p1,)(w)].
i1,...,.in€J

3 Induced Markov chain

In this section, we shall introduce a finite homogeneous Markov chain to approximate
the process {X,}. As random environment of this process, we shall consider a family

= {e1,...,:} of generating functions of probability. Suppose these functions
ordered as follows:

a) ¢1,...,pr are supercritical generating functions of probability, that is ©}(1) =
m; >1,i=1,2,...,k <r, hence the fixed points W; < W3 < - < W are not 0 and
1 (pi(w;) = wi); .

b) Yk41,...,¢r are subcritical and critical generating functions of probability, that
is pi(1)=m; <1,i=k+1,...,r, hence they do not admit fixed points on [0, 1].

Using these points, we consider a partition of W as follows

So=[0,@1]), Si=(d1,@2], -, Ske1=(@e_1,B], Sk = (@, 1]

These points, determme on the first bisectrice some squares as in Fig. 1. Consider
A; j ={iwi o5 E(w) € S; | w € S;}, that is the set of all generating functions of probability

who map the point in S; provided that w € S;. Of course, the transition probability
from S; to S; will be

gij(w) = E‘Rs ,j€{0,1,. }
A! .
Since g;; > 0 and

NTEDIDD qelpg (w) = ZQzIw(W) =Y =1,
£ : z

JEE £ JEE
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it follows that the matrix Q (gij)i,; is a stochastic one, and g;; > g; + gi+1 (see Fig.

1).
A A

.-

__ — : o e
| Wy Win Wi Wi
A A i
‘ /- ! L’
Z 4
- —— ’ -
W; Wiss Wi Wiy
Fig. 1

We can easily prove that the transition matrix after n steps is

qu+1) Z Z Qiy *° '%JA;EJ.(‘P:']°"‘°$Di.;)(w)-

f 31,

We shall consider the following remarkable cases:
1) If @; > 0 (¢1(0) > 0), then g; = 0 for every ¢ > 1, and the transition matrix
has the form

‘100 o1 - Qok
Qw) = 0 qu - g1k
0 g - Qre

In this case, the state Sy is transient and the states Si,..., Sk are ergodic.
2) If w; = 0 (¢1(0) = 0), then there exists ¢ > 1 such that g; # 0. In this case,
we have
goo Qo1 --* dQok
Q(w) _ qio dqu - Qik

Qro gkl ' Qkk
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It follows that all states composes a closed set.
3)Ifk=r,w #0, wx # 1 (all generating functions of probability are supercriti-
cal), then o

qoo go1 - - Qok-1 O
. 0

Q(w) i 0 411 d1k-1
0 gr1 -+ Qrk—1 Qkk

In this case, goo - gxx # 0, therefore Sy and S; are asymptotic transient states, and
Si1,...,85-1 are asymptotic ergodic states.

4) If all generating functions of probability are subcritical (m; < 1, i € E), then
the Markov chain has a unique asymptotic absorbant state w = 1. In the case 1),
we remark that, Sq is a ”reflectant barrier” while in case 3) Sp and Sy are reflectant
barriers too. The transition matrix @ = (g;;) and an initial vector of probabilities
define a finite Markov chain on the set of states {So, S1, ..., Sk} denoted by (Ya)n>o.

If wo € Si, then we may choose as initial vector po = (0,...,1,...,0) with 1 on
the position ¢ and 0 otherwise, and p, = poQ:1Q3 - - - Q5 = poQ™ where Q,, = Q(wy).

To state some properties of the Markov chain Y = (Ya)a>0 and its relation with
the Markov chain X = (X, )n>0, we shall suppose the following conditions: '

Condition 1 (boundedness). If P(w,A), w € W, A € W, is the transition proba-
bility of the Markov chain X, suppose that there exists ¢ > 1 such that

%SP(W:S_{)SQW: weES;, i#].

Condition 2 (communication). For all w € S;, suppose that there exists k such
that P¥(w, 5;) > 0, where PX(-,-) is the transition probability in k steps of the chain
Xo.

Using the definition of P(.,-) and ¢;;, we remark that

gij < P(w,S;), 1,j€{0,10,2,...,k}.

For 7 = j, if denote by I'(¢,) the graph of generating function of probability ¢, we
have

ni=PwS)=) g, weS

the sum (*) is for all £ from 0 to k such that the intersection between I'(¢;) and
S; x §; is not empty. :

An important variable in the study of our Markov chain is the moment of the first
entrance in a state. Using the transition probabilities gij of the Markov chain Y, we
shall estimate the probability for the Markov chain X to enter in a state S; if it starts
from the point w € S;, i # j. We shall denote by g(w, A) the probability that the
Markon chain X arrive, for the first time, in A € W if it starts from w ¢ A. Suppose
w € 5;, ¢ # j. Then, starting from w, to arrive in S; for the first time, without
passing through an intermediate state Si, k # 4, k # §, either it has to pass from w
to S; or to stay two steps in a row to S;, and then to pass to S;, or to stay three
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steps in a row to S;, and then to pass to S; and so on. This remark allows to write
q(w, S;j) = P(w, Sj) +/ P(w, du)P(u,S;)
S; _
+/ P(w,dul)[ P(uy,dug)P(ug,S;)+ -+, we€S;, i#j].
S; S;

Theorem 3.1 In the conditions given above, we have

gij cgij .
e s ) < —_— S-, =
C(l—r“) SQ(wlsﬁ)— l—r;' we 1 '#J

Proof. By condition 1, we have

g(w,S;5) < c [q:‘j + ¢ij /S; P(w, du) + g;j ‘/& P(w,du;) -/5.- P(uy;duy) + - ]

= cqij [1 + P(w, S;) + P*(w, Si) + - -]
— €qij
" 1-P(w,S;)
CPij
1—1r;

Similarly, we deduce

1
g(w, S;) > e [q;,-+q.-,-/ P(w,dU)+9f:'f P(w,dm)/s P(uy,dug) + -+
S S; i

= €qij [1 “+ P(w, S,') + P’(w, S,‘) +-- ]
Pij
1-— ry :

where we have used the condition 0 < r; < 1.
The finite Markov chain obtained in this manner is nonhomogeneous and, in ot
cases, the state limit vectors are convergent as follows:

.
1} {0, %1y 0us i), Er,— =1;

"i=1

k
2) (mo,m1y..., k), Zir.- =1;

k-1
3) (0,71'1,.-.,7!"3_1,0), E"ri= 1

i=3

4) (0,0,...,1).

In cases 1), 2), 3) the invariant mesures are concentrated on the atractors of generatin
functions of probability, that is the fixed points satisfying l¢'(w)] < 1. The fixe
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points w satisfying |¢'(w)| > 1 are called repellors. For a generating function of
probability, we can see that all fixed points from (0,1) are attractors. A similar
result is obtained by Gora [5] for a single function compounded at random with the
perturbation of the identity mapping. The invariant measure of the Markov process
is concentrated on the mapping’s attractors.
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