Eleven limit cycles in a Hamiltonian system under five-order perturbed terms
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Abstract. In this paper we study the limit cycles of a Hamiltonian system under five-order perturbed terms. The system was studied previously under three-order perturbed terms ([1]), seven-order perturbed terms ([2]) and nine-order perturbed terms ([3]). In the present work we show that the system along with five families of systems have the same bifurcation diagrams. By numerical explorations the distribution of the limit cycles is pointed out.
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1 Introduction

Studies about limit cycles have roots in the Hilbert’s 16th problem posed by Hilbert in 1900. It concerns about the number of limit cycles of a polynomial differential system of a given degree. This problem is still unsolved even for the quadratic polynomial differential systems. In the last time, studies about properties of limit cycles are of interest not only for mathematicians but also for physicists, and more recently for chemists, biologists, economists, etc. ([4],[5],[9],[10])

One way to produce limit cycles is by perturbing a Hamiltonian system which has one or more centers, in such a way that limit cycles bifurcate in the perturbed system from some of the periodic orbits in the original system. From ([2]) we recall the following results.

Theorem 1.1 Consider the perturbed Hamiltonian system

\[
\dot{x} = \frac{\partial H}{\partial y} + P(x,y,\alpha) \quad \dot{y} = \frac{\partial H}{\partial x} + Q(x,y,\alpha).
\]

Assume that \(P(x,y,0) = Q(x,y,0) = 0\), the curve \(C^h\) defined by Hamiltonian 

\[
H(x,h) = h\]

of system (1) is a periodic orbit extending outside as \(h\) increases and \(C^h(D)\) is the area inside \(C^h\). If there exists \(h_0\) such that the function
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\[ A(h) = \int_{C^h(D)} [P''_{x0}(x, y, 0) + Q''_{y0}(x, y, 0)] \, dx \, dy \]

satisfies \( A(h_0) = 0, A'(h_0) \neq 0, \alpha A'(h_0) < 0 (> 0), \) then system (1) has only one stable (unstable) limit cycle nearby \( C^{h_0} \) for \( \alpha \) very small. If the \( C^h \) constricts inside as \( h \) increases, the stability of the limit cycle is opposite with above. If \( A(h) \neq 0 \), then system (1) has no limit cycle.

Consider the following system introduced in ([6]):

\[
\begin{align*}
\dot{x} &= -\frac{\partial H}{\partial y} + \varepsilon x(p(x, y) - \lambda), \\
\dot{y} &= \frac{\partial H}{\partial x} + \varepsilon y(q(x, y) - \lambda).
\end{align*}
\]

where \( p(0, 0) = q(0, 0) = 0 \).

Using the above Theorem 1.1, from \( A(h) = 0 \), we get:

\[ \lambda = \lambda(h) = \frac{\int_{C^h(D)} f(x, y) \, dx \, dy}{2 \int_{C^h(D)} dx \, dy} \]

where \( f(x, y) = xp_x' + yq_y' + p + q \).

This function \( \lambda(h) \) is called the detection function of the system (1.3).

Using this detection function \( \lambda(h) \) we get the following result ([3]):

**Proposition 1.1** Given \( \lambda_0 : a) \) If \((h_0, \lambda(h_0))\) is an intersecting point of line \( \lambda = \lambda_0 \) and the detection curve \( \lambda = \lambda(h) \), and \( \lambda'(h_0) > 0 (< 0) \), then system (1.3) has only one stable (unstable) limit cycle nearby \( C^{h_0} \) when \( \lambda = \lambda_0 \); b) If line \( \lambda = \lambda_0 \) and the detection curve \( \lambda = \lambda(h) \) have no intersecting point, then the system (1.3) has no any limit cycle when \( \lambda = \lambda_0 \). If the \( C^h \) constricts inside as \( h \) increases, the stability of the limit cycle is opposite with above.

In the following we consider the perturbed system ([1], [2], [3]):

\[
\begin{align*}
\dot{x} &= y(1 + x^2 - ary^2) + \varepsilon x(ux^n + vy^n - \lambda) \\
\dot{y} &= -x(1 - ax^2 + y^2) + \varepsilon y(ux^n + vy^n - \lambda)
\end{align*}
\]

where \( ac > 1, a > c > 0, 0 < \varepsilon \ll 1, u, v, \lambda \) are the real parameters and \( n = 2k, k \) integer positive.

Our purpose in the present work is to deepen the case \( n = 4 \), that corresponds to perturbation of five order. Another system related to the system (1.5) is studied in ([7]) and ([8]).
2 The behavior of the unperturbed system

The unperturbed system (2.1) corresponding to system (1.5) is

\[
\begin{align*}
\dot{x} &= y(1 + x^2 - ay^2) \\
\dot{y} &= -x(1 - cx^2 + y^2)
\end{align*}
\]

that is, system (1.5) in the case \( \varepsilon = 0 \), fig.1.

System (2.1) has nine finite singular points. By computing eigenvalues at each singular point we have that:

- \( O(0, 0) \), \( F_1^0(\sqrt{1+c/ac-1}, \sqrt{1+a/ac-1}) \), \( F_2^0(-\sqrt{1+c/ac-1}, \sqrt{1+a/ac-1}) \), \( F_3^0(-\sqrt{1+c/ac-1}, -\sqrt{1+a/ac-1}) \), \( F_4^0(\sqrt{1+c/ac-1}, -\sqrt{1+a/ac-1}) \) are centers,
- \( G_1^0(\sqrt{\frac{1}{c}}, 0) \), \( G_2^0(-\sqrt{\frac{1}{c}}, 0) \), \( G_3^0(0, \sqrt{\frac{1}{a}}) \) and \( G_4^0(0, -\sqrt{\frac{1}{a}}) \) are hyperbolic saddle points. Further we have that the Hamiltonian of the system (2.1) is

\[
H(x, y) = -(cx^4 + ay^4) + 2x^2y^2 + 2(x^2 + y^2) = h
\]

and \( H(0, 0) = 0 \), \( H(F_1^0) = H(F_2^0) = H(F_3^0) = H(F_4^0) = \frac{a+c+2}{ac-1} \), \( H(G_1^0) = H(G_2^0) = \frac{1}{c}, H(G_3^0) = H(G_4^0) = \frac{1}{a} \), and \( \frac{1}{c} < 1 + \frac{2}{a} < \frac{a+c+2}{ac-1} \).

In polar coordinates, \( x = r \cos \theta, y = r \sin \theta \), system (2.1) becomes:

\[
\begin{align*}
\dot{r} &= -r^3 u'(\theta), \quad \dot{\theta} = -1 + r^2 u(\theta)
\end{align*}
\]
Consider the following five families of perturbed systems:

(2.4) \[ H(r, \theta) = -r^4 u(\theta) + 2r^2 = h, \]

where

(2.5) \[ u(\theta) = c \cos^4 \theta + a \sin^4 \theta - 2 \cos^2 \theta \sin^2 \theta. \]

From (2.4), we get

(2.6) \[ r_{1,2} = r_{\pm}^2(\theta, h) = \frac{1 \pm \sqrt{1 - hu(\theta)}}{u(\theta)} \]

and from (2.6) and (2.3) we have

(2.7) \[ \dot{\theta} = \pm \frac{1}{2} \left[-(a + c + 2)h \cos^2 2\theta + 2h(a - c) \cos 2\theta + 4 - h(a + c - 2)\right]^{1/2}. \]

As \( h \) varies on the real line, the level curves defined by Hamiltonian (2.2) can be classified as follows [2]:

- \( C_1^h \): \(-\infty < h < \frac{1}{2}, C_2^h \): \( 0 < h < \frac{1}{2}, \)
- \( C_3^h \): \( \frac{1}{a} < h < \frac{1}{c}, \) and \( C_4^h \): \( \frac{1}{c} < h < \frac{a + c + 2}{a c - 1}. \)

### 3 Detection functions and limit cycles of the perturbed system

Consider the following five families of perturbed systems:

(3.1) \[
\begin{aligned}
\dot{x} &= y(1 + x^2 - ay^2) + p_{i,b} \\
\dot{y} &= -x(1 - cx^2 + y^2) + q_{i,b},
\end{aligned}
\]

with \( b \) real, \( i = 1 - 5 \), \( a, c, u, v, \epsilon, \lambda, n \) as above, \( p, q \) positive integer and

(3.2) \[
\begin{aligned}
p_{1,b} &= \epsilon x(ux^n + vy^n - b\frac{2n+1}{n+1}x^py^q - \lambda), \quad q_{1,b} = \epsilon y(ux^n + vy^n + bx^py^q - \lambda), \\
p_{2,b} &= \epsilon x(\frac{(n+2)u}{n+1}x^n - b\frac{2n+1}{n+1}x^py^q - \lambda), \quad q_{2,b} = \epsilon y(\frac{(n+2)u}{n+1}x^n + bx^py^q - \lambda), \\
p_{3,b} &= \epsilon x((n + 2)vy^n - b\frac{2n+1}{n+1}x^py^q - \lambda), \quad q_{3,b} = \epsilon y(-(n + 2)ux^n + bx^py^q - \lambda), \\
p_{4,b} &= \epsilon x(\frac{(n+2)u}{n+1}x^n + (n + 2)vy^n - b\frac{2n+1}{n+1}x^py^q - 2\lambda), \quad q_{4,b} = \epsilon bx^py^{q+1}, \\
p_{5,b} &= -\epsilon b\frac{2n+1}{n+1}x^py^q, \quad q_{5,b} = \epsilon y((n + 2)ux^n + \frac{(n+2)u}{n+1}x^py^q + bx^py^q - 2\lambda)
\end{aligned}
\]

For \( b = 0 \) we get the five systems related in (3.3).

We observe that \( \frac{\partial^2 p_{i,b}}{\partial x \partial \epsilon} + \frac{\partial^2 q_{i,b}}{\partial y \partial \epsilon} = (2 + n) (ux^n + vy^n) - 2\lambda = \frac{\partial^2 p_{i,b}}{\partial x \partial \epsilon} + \frac{\partial^2 q_{i,b}}{\partial y \partial \epsilon} \) for all \( i = 1 - 5 \).

Consequently, the four detection functions corresponding to the four closed curves \( C_j^h, j = 1 - 4 \), for the all above perturbations (3.2) are equal to the detection functions corresponding to system (1.5) and they are:
\[
\lambda_j(h) = \frac{(n + 2) \int_{C_j^h(D)} (ux^n + vy^n) \, dx \, dy}{2 \int_{C_j^h(D)} dx \, dy}, \quad j = 1 - 4
\]

In polar coordinates \((3.3)\) and for \(a = 6, c = 2, n = 4, \lambda_3(h)\) leads to:

\[
\lambda_3(h) = \frac{\pi/2}{\int_{0}^{\pi/2} r_1^2(\theta, h) g(\theta) \, d\theta}, \quad -\infty < h < \frac{1}{6},
\]

\[
\lambda_4(h) = \frac{\pi/2}{\int_{0}^{\pi/2} r_2^2(\theta, h) g(\theta) \, d\theta}, \quad 0 < h < \frac{1}{6},
\]

and for \(r_1, r_2(\theta, h) = r_2^2(\theta, h)\).

where \(\theta_{\pm}(h) = \frac{1}{2} \arccos \left[\frac{2}{5} \pm \frac{1}{5} \sqrt{\frac{10}{h} - 11}\right]\), \(g(\theta) = u \cos^4 \theta + v \sin^4 \theta\),

Table 1

The values of the detection functions \(\lambda_{1,2}(h)\) when \(a = 6, c = 2, n = 4, \lambda_3(h)\) leads to:

<table>
<thead>
<tr>
<th>(h)</th>
<th>(\lambda_1(h))</th>
<th>(\lambda_2(h))</th>
<th>(\lambda_3(h))</th>
<th>(\lambda_4(h))</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3.2</td>
<td>2.44529e-06</td>
<td>2.818161v</td>
<td>1.12835u</td>
<td>0.08079v</td>
</tr>
<tr>
<td>-3.1</td>
<td>2.41236e-06</td>
<td>0.93921v</td>
<td>1.05287u</td>
<td>0.06250v</td>
</tr>
<tr>
<td>-3</td>
<td>2.30586e-06</td>
<td>0.61317v</td>
<td>1.06751u</td>
<td>0.04516v</td>
</tr>
<tr>
<td>-2.9</td>
<td>2.28529e-06</td>
<td>0.50034v</td>
<td>1.10275u</td>
<td>0.03102v</td>
</tr>
<tr>
<td>-2.8</td>
<td>2.24809e-06</td>
<td>0.45609v</td>
<td>1.14196u</td>
<td>0.02252v</td>
</tr>
<tr>
<td>-2.7</td>
<td>2.19646e-06</td>
<td>0.40446v</td>
<td>1.18790u</td>
<td>0.01796v</td>
</tr>
<tr>
<td>-2.6</td>
<td>2.14163e-06</td>
<td>0.35143v</td>
<td>1.23130u</td>
<td>0.01516v</td>
</tr>
<tr>
<td>-2.5</td>
<td>2.06660e-06</td>
<td>0.30376v</td>
<td>1.28094u</td>
<td>0.01259v</td>
</tr>
<tr>
<td>-2.4</td>
<td>2.02439e-06</td>
<td>0.25937v</td>
<td>1.33484u</td>
<td>0.01040v</td>
</tr>
<tr>
<td>-2.3</td>
<td>1.98145e-06</td>
<td>0.22737v</td>
<td>1.39232u</td>
<td>0.00843v</td>
</tr>
<tr>
<td>-2.2</td>
<td>1.93619e-06</td>
<td>0.19843v</td>
<td>1.45374u</td>
<td>0.00663v</td>
</tr>
<tr>
<td>-2.1</td>
<td>1.89044e-06</td>
<td>0.17207v</td>
<td>1.51895u</td>
<td>0.00500v</td>
</tr>
<tr>
<td>-2</td>
<td>1.84359e-06</td>
<td>0.14774v</td>
<td>1.58740u</td>
<td>0.00353v</td>
</tr>
<tr>
<td>-1.9</td>
<td>1.79636e-06</td>
<td>0.12524v</td>
<td>1.66007u</td>
<td>0.00223v</td>
</tr>
<tr>
<td>-1.8</td>
<td>1.74804e-06</td>
<td>0.10465v</td>
<td>1.73690u</td>
<td>0.00108v</td>
</tr>
<tr>
<td>-1.7</td>
<td>1.69999e-06</td>
<td>0.08612v</td>
<td>1.81808u</td>
<td>0.00075v</td>
</tr>
<tr>
<td>-1.6</td>
<td>1.65099e-06</td>
<td>0.06933v</td>
<td>1.89974u</td>
<td>0.00046v</td>
</tr>
<tr>
<td>-1.5</td>
<td>1.59013e-06</td>
<td>0.05370v</td>
<td>1.98789u</td>
<td>0.00026v</td>
</tr>
<tr>
<td>-1.4</td>
<td>1.52761e-06</td>
<td>0.03997v</td>
<td>2.07378u</td>
<td>0.00012v</td>
</tr>
<tr>
<td>-1.3</td>
<td>1.46248e-06</td>
<td>0.02752v</td>
<td>2.16509u</td>
<td>0.00004v</td>
</tr>
<tr>
<td>-1.2</td>
<td>1.39488e-06</td>
<td>0.01619v</td>
<td>2.25942u</td>
<td>0.00001v</td>
</tr>
<tr>
<td>-1.1</td>
<td>1.32421e-06</td>
<td>0.00722v</td>
<td>2.35556u</td>
<td>0.00000v</td>
</tr>
<tr>
<td>-1</td>
<td>1.25049e-06</td>
<td>0.00200v</td>
<td>2.45332u</td>
<td>0.00000v</td>
</tr>
<tr>
<td>-0.9</td>
<td>1.17399e-06</td>
<td>0.00034v</td>
<td>2.55239u</td>
<td>0.00000v</td>
</tr>
<tr>
<td>-0.8</td>
<td>1.09629e-06</td>
<td>0.00000v</td>
<td>2.65267u</td>
<td>0.00000v</td>
</tr>
</tbody>
</table>
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Table 2
The values of the detection function $\lambda_3(h)$ when $a = 6, c = 2, n = 4$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\lambda_3(h)$</th>
<th>$h$</th>
<th>$\lambda_3(h)$</th>
<th>$h$</th>
<th>$\lambda_3(h)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.167</td>
<td>0.99665u+0.190922v</td>
<td>0.287</td>
<td>1.04745u+0.188066v</td>
<td>0.407</td>
<td>1.07028u+0.184172v</td>
</tr>
<tr>
<td>0.177</td>
<td>1.00626u+0.191266v</td>
<td>0.297</td>
<td>1.04967u+0.187651v</td>
<td>0.417</td>
<td>1.07223u+0.18411v</td>
</tr>
<tr>
<td>0.187</td>
<td>1.01283u+0.191273v</td>
<td>0.307</td>
<td>1.05178u+0.187238v</td>
<td>0.427</td>
<td>1.07429u+0.184134v</td>
</tr>
<tr>
<td>0.197</td>
<td>1.01821u+0.191149v</td>
<td>0.317</td>
<td>1.05379u+0.18683v</td>
<td>0.437</td>
<td>1.0765u+0.184263v</td>
</tr>
<tr>
<td>0.207</td>
<td>1.02286u+0.190943v</td>
<td>0.327</td>
<td>1.0575u+0.186432v</td>
<td>0.447</td>
<td>1.07891u+0.184522v</td>
</tr>
</tbody>
</table>

Table 3
The values of the detection function $\lambda_4(h)$ when $a = 6, c = 2, n = 4$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\lambda_4(h)$</th>
<th>$h$</th>
<th>$\lambda_4(h)$</th>
<th>$h$</th>
<th>$\lambda_4(h)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1.10118u+0.191144v</td>
<td>0.61</td>
<td>1.14928u+0.207886v</td>
<td>0.8</td>
<td>1.19565u+0.21932v</td>
</tr>
<tr>
<td>0.505</td>
<td>1.10555u+0.193321v</td>
<td>0.62</td>
<td>1.15235u+0.208744v</td>
<td>0.82</td>
<td>1.19948u+0.220215v</td>
</tr>
<tr>
<td>0.515</td>
<td>1.11179u+0.195783v</td>
<td>0.63</td>
<td>1.15532u+0.209559v</td>
<td>0.84</td>
<td>1.20316u+0.22088v</td>
</tr>
<tr>
<td>0.525</td>
<td>1.11703u+0.197078v</td>
<td>0.64</td>
<td>1.1582u+0.210337v</td>
<td>0.86</td>
<td>1.20671u+0.221587v</td>
</tr>
<tr>
<td>0.535</td>
<td>1.12173u+0.199354v</td>
<td>0.65</td>
<td>1.16337u+0.21247v</td>
<td>0.87</td>
<td>1.20843u+0.22293v</td>
</tr>
<tr>
<td>0.54</td>
<td>1.12394u+0.200104v</td>
<td>0.66</td>
<td>1.17147u+0.21375v</td>
<td>0.88</td>
<td>1.21012u+0.222249v</td>
</tr>
<tr>
<td>0.55</td>
<td>1.12813u+0.201489v</td>
<td>0.71</td>
<td>1.17632u+0.214934v</td>
<td>0.89</td>
<td>1.21179u+0.222565v</td>
</tr>
<tr>
<td>0.57</td>
<td>1.13581u+0.203212v</td>
<td>0.72</td>
<td>1.17866u+0.215493v</td>
<td>0.895</td>
<td>1.21261u+0.222719v</td>
</tr>
<tr>
<td>0.58</td>
<td>1.13939u+0.205007v</td>
<td>0.74</td>
<td>1.18319u+0.216552v</td>
<td>0.9</td>
<td>1.21342u+0.222871v</td>
</tr>
<tr>
<td>0.59</td>
<td>1.14281u+0.206024v</td>
<td>0.76</td>
<td>1.18752u+0.217539v</td>
<td>0.905</td>
<td>1.21422u+0.22302v</td>
</tr>
<tr>
<td>0.6</td>
<td>1.1461u+0.206981v</td>
<td>0.78</td>
<td>1.19167u+0.218459v</td>
<td>0.909</td>
<td>1.21486u+0.223138v</td>
</tr>
</tbody>
</table>

Consider $u = \frac{k}{2}$, $v = \frac{s}{2}$ and $-200 < k < 200$, $-200 < s < 200$, $k$, $s$ integers. In order to get a maximum number of limit cycles we study the graphs of the detection functions $\lambda_j(h)$, $j = 1 - 4$. First we pay attention to the last detection function $\lambda_4(h)$ because it produces most limit cycles. We want to see how many local extremum points we can get. After some tedious computations we observe three cases:

4a) $\lambda_4(h)$ has no local extremum,
4b) $\lambda_4(h)$ has a single local maximum for some values of $(u, v) \in (-44, 0) \times (0, 100)$, fig.2a
4c) $\lambda_4(h)$ has a single local minimum for some values of $(u, v) \in (0, 44) \times (-100, 0)$, fig.2b.

Then we study $\lambda_3(h)$. We remark three cases again:
3a) $\lambda_3(h)$ has no local extremum,
3b) $\lambda_3(h)$ has a single local minimum or maximum for some values of $(u, v)$, fig.3a),
3c) $\lambda_3(h)$ has a local maximum and a local minimum for some values of $(u, v)$, fig.3b).

From Proposition 1.1, a line $\lambda = \lambda_0$ has to intersect the two graphs in a maximum number of points. It is clear that the cases 4a) and 3a) provide a minimum number
of limit cycles, so are not important. Further for any \((u, v) \in (-44, 0) \times [0, 100), \)
in the case 3b) and 4b), by effectively testing, we obtained that \(\text{localmin}(\lambda_3(h)) < \lambda_3(0.499) < \lambda_4(0.5) < \text{localmax}(\lambda_4(h)) < \max((\lambda_3(h)))\) such that we can get three intersecting points in this case (\(\text{localmin}(\lambda_3(h))\) means local minimum of \(\lambda_3(h)\) for \(h\)
on the corresponding interval, etc). From 3c) and 4b) we could get a maximum of four intersecting points, but after testing, we have that \(\text{localmin}(\lambda_3(h)) < \lambda_3(0.499) < \lambda_4(0.5) < \text{localmax}(\lambda_4(h)) < \lambda_3(0.1667) < \text{localmax}(\lambda_3(h))\), that is, the maximum intersecting points can not be four but only three, that corresponds to ten limit cycles, two of them in the neighborhood of each closed orbit of the form \(C^h_4\) and one in the neighborhood of each closed orbit of the form \(C^h_3\).

Because the values of \(\lambda_2(h)\) are very small, this detection function does not help us to produce more limit cycles.

For the first detection function \(\lambda_1(h)\) we have obtained again three possibilities:
1a) \(\lambda_1(h)\) has no local extremum,
1b) \(\lambda_1(h)\) has a single local minimum or maximum for some values of \((u, v)\), fig.4a),
1c) \(\lambda_1(h)\) has a local minimum and a local maximum for some values of \((u, v)\), fig.4b).

Comparing \(\lambda_1(h)\) with \(\lambda_4(h)\) we have that, in the cases 1b) and 4b) \(\max(\lambda_4(h)) < \lambda_1(0.1667) < \max(\lambda_1(h))\) and in the case 1c) and 4b) \(\max(\lambda_4(h)) < \text{localmin}(\lambda_1(h))\) that is, \(\lambda_1(h)\) can contribute with only one limit cycle.

Figure 2: The detection function \(\lambda_4\) for a) \(u = -3, v = 10.5\), (left) and, respectively, b) \(u = 20, v = -70\), (right)

Figure 3: The detection functions \(\lambda_3\) for a) \(u = -7, v = 90\) (left) and, respectively, b) \(u = -0.5, v = 83\) (right)
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Figure 4: The detection functions $\lambda_1$ for a) $u = -17, v = 55$ (left) and, respectively, b) $u = -17, v = 56$ (right)

The case 4c), (fig.2b), for $(u, v) \in (0, 44) \times (-100, 0]$ with the corresponding cases for the other three detection functions is similar with 4b), providing again the same scenario of the distribution of the limit cycles, (fig.5, fig.6).

Figure 5: The detection function $\lambda_3(h)$ for a) $u = 1, v = -18$, (left) and, respectively, b) $u = 0.01, v = -18$, (right)

Therefore, we have the following conclusion:

**Theorem 3.1** For $a = 6, c = 2, u = \frac{k}{2}, v = \frac{s}{2}, -200 < k < 200, -200 < s < 200$, $k, s$ integer numbers, $0 < \epsilon \ll 1$, the system (2.1) along with the five systems (3.1) can have at least 11 limit cycles. In particular, for $u = 8, v = -24.2$ we have:

a) If $4.17779 < \lambda < 4.19235$, then the system (1.5) along with the five systems (3.1) have at least 9 limit cycles (fig.8a),

b) If $4.14885 < \lambda < 4.17723$, then the system (1.5) along with the five systems (3.1) have at least 11 limit cycles (fig.8b).

For the values $u = 8$ and $v = -24.2$ we have that, local minimum of $\lambda_4(h)$ is $min_4 = 4.14885$, $\lambda_4(0.5) = 4.17723$, $\lambda_3(0.499) = 4.17779$, local maximum of $\lambda_3(h), max_3 = 4.19235$, (fig.7).

The distribution of the limit cycles is drawn in fig.8a,b. From fig.7 we could extract more results but we register only these two more important cases.
4 Conclusions

The system (2.1) together with the five families of systems (3.1) when \( a = 6, c = 2, n = 4, 0 < \epsilon \ll 1, u = \frac{k}{2}, v = \frac{s}{2} \) and \(-200 < k < 200, -200 < s < 200, k, s \) integer numbers, can have at least eleven limit cycles. The detection function method was employed. By numerical explorations we have obtained the shape of the graphs of the detection functions from which we have drawn the distribution of the limit cycles.
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Figure 8: Distribution diagram corresponding to: a) nine (left), b) eleven (right) limit cycles of the system (2.1) when $a = 6, c = 2, u = 8, v = -24.2, n = 4$
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