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**Abstract.** Suppose $k$ is a subfield of the field $K$ has characteristic different from 2, such that $K$ is an algebraic extension over $k$. In the currently study we try to describe irreducible subgroups of $PSL_2(K)$ that contains a projective root subgroup is conjugate in $GL_2(K)/Z$, where $Z$ is the center of $GL_2(K)$ consists of all scalar matrices to an intermediate group consisting of all matrices $diag\left( (\begin{smallmatrix} 1 & a \\ 0 & 1 \end{smallmatrix}) , 1, \ldots, 1 \right), a \in K$.
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1 Introduction

The study of any group includes the investigation of its quotient groups and its subgroups, since this allows to gain more information about the group itself and the structure of the group. Our study will focus on dealing with the special linear groups $SL_2(K)$ especially of degree 2 over various fields concerning some results of the subgroup structure of the $PSL_2(K)$. In [22], Zalesskii and Serezhkin classified the irreducible linear groups generated by transvections over finite fields. In [1], Bashkirov were described subgroups of $SL_2(K)$ over infinite fields. In [2] described irreducible subgroups that containing a root $k$- subgroup of $GL_2(K)$. Bashkirov’s theorem can be formulated as follows.

**Theorem 1.1.** Suppose the field $K$ is an algebraic extension of the subfield $k$, when $k$ has char $\neq 2$ and $k \neq GF(3), GF(9)$. If an irreducible group $G$ generated by transvections containing a root $k$-subgroup such that $G \leq GL_n(K)$, and then, $G$ contains a normal subgroup which conjugate in $GL_n(K)$ to a group in $SL_n(L)$, where $L$ is a subfield of $K$ such that $(k \leq L \leq K)$.

The objective of display our study is to acquire some additional developments of Bashkirov’s theorem with regard to the case of projective linear groups, also regard transvections as a particular case of more general matrices or linear transformations, namely as a particular case of quadratic unipotent elements. In [4, 5] the author
dealing with irreducible linear groups of degree three and four respectively over a quaternion division algebra $D$. The exceedingly important matrix groups of classical groups are generated by quadratic unipotent elements (see [7]). In the present paper, we consider such groups not only for linear groups but also for projective linear groups thereby developing the materials that are contained in [13, 14, 20]. Transvections being the simplest example of quadratic unipotent elements have a crucial role in the theory of matrix groups to description subgroups of linear groups over various fields, and there are many articles and books, see for instance [10, 11, 15, 17, 18, 19]. In ([3], Theorem 1.1), the author described subgroups be an irreducible contains a projective root $k$-subgroup $T = t_{ij}(k)Z$ either normalizes in $PSL_2(K)$ the projective root $K$-subgroup $t_{ij}(K)Z$ or is conjugate in $GL_2(K)/Z$ to a group that contains the group $PSL_2(L)$, where $L$ is a subfield of $K$ containing $k$, as a normal subgroup.

Let $K$ with identity 1 is an arbitrary associative ring and $n$ is a natural number. Recall that $M_n(K)$ denotes the associative ring of all $n$ by $n$ matrices with entries in $K$. The set of all invertible elements (units) of the ring $M_n(K)$ forms a group $GL_n(K)$ which is called the general linear group of $n$ by $n$ matrices with entries in $K$. The set of all $n \times n$ matrices $M$ with entries in $K$ such that $\det M = 1$ forms a subgroup of $GL_n(K)$. This is called the special linear group $SL_n(K)$ of $n$ by $n$ matrices over $K$.

Let $s \in K^n$ (column) and $\psi \in \pi K$ (row). Then both product $s \psi, \psi s$ are defined. The product of $\psi$ and $s, s \psi$ is an element of the field $K$, whereas $s \psi$ is an $n \times n$ matrix with entries from $K$. Assume $\psi s = 0$. Then the $n \times n$ matrix $g = I_n + s \psi$ is called a transvection. More precisely, we say that $g$ is the transvection corresponding to the pair $(s, \psi) \in K^n \times \pi K$.

This transvection is $I_n + \alpha e_{ij}$, where $e_{ij}$ is the standard matrix unit which has 1 in its $(i, j)$ position and elsewhere equal zeros. This transvection is called an elementary transvection and denoted by $t_{ij}(\alpha)$. Thus

$$t_{ij}(\alpha) = 1_n + \alpha e_{ij} \quad (i \neq j, \alpha \in K).$$

The determinant of each elementary transvection is 1, and so all elementary transvection is in the $SL_n(K)$. The subgroup of the $SL_n(K)$ is called the elementary subgroup generated by all elementary transvection denoted by $E_n(K)$. Thus by definition

$$E(K) = \langle t_{ij}(\alpha) \mid \alpha \in K, \ 1 \leq i \neq j \leq n \rangle.$$

If $g$ is a transvection, that is if $g = I_n + s \psi$, where $s \in K^n$, $\psi \in \pi K$ and $\psi s = 0$, then

$$g - I_n = I_n + s \psi - I_n = s \psi,$$
and hence
\[(g - I_n)^2 = sψsψ.\]

But since $ψs = 0$, have been obtaining that
\[(g - I)^2 = s \cdot 0 \cdot ψ = 0_n,\]

where $0_n$ designates the zero $n$ by $n$ matrix.

Any matrix $x \in M_n(K)$ satisfying the condition $(x - I_n)^2 = 0$, this matrix is called a quadratic unipotent. Thus transvections give a particular example of quadratic unipotent matrices. Let $x$ be a quadratic unipotent matrix of $M_n(K)$, then the matrix $x - I_n$, satisfying the condition $(x - I_n)^2 = 0$ is a quadratic unipotent matrix of index 2. If the ring $K$ is a field, then according to the well-known description of the nilpotent matrix (see for instance, [16]) any nilpotent matrix of index 2 is conjugate in the group $GL_n(K)$ to the matrix
\[
\text{diag}\left(\left(\begin{array}{cc} 0 & 1 \\ 0 & 0 \end{array}\right), \ldots, \left(\begin{array}{cc} 0 & 1 \\ 0 & 0 \end{array}\right), 0, \ldots, 0\right)
\]

(all empty positions should be read as zero). Thus every quadratic unipotent $n \times n$ matrix $x$ over the field $K$ conjugate in $GL_n(K)$ to the matrix
\[
\text{diag}\left(\left(\begin{array}{cc} 1 & 1 \\ 0 & 1 \end{array}\right), \ldots, \left(\begin{array}{cc} 1 & 1 \\ 0 & 1 \end{array}\right), 1, \ldots, 1\right).
\]

Here the number of blocks $\left(\begin{array}{cc} 1 & r \\ 0 & 1 \end{array}\right)$, say $r$, is referred to as the residue of the quadratic unipotent element $x$. From the definition of transvection, one can deduce that every transvection over the field $K$ is conjugate in the group $GL_n(K)$ to the matrix
\[
\left(\begin{array}{cccccc}
1 & 1 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\cdot & \cdot & \cdot & \cdots & \cdot \\
0 & 0 & 0 & \cdots & 0
\end{array}\right) = t_{12}(1)
\]

and thus any transvection over a field is a quadratic unipotent element of residue 1. Note in passing that this implies, in particular, then the determinant of every transvection is 1, and so each transvection is an element of the $SL_n(K)$.

2 Preliminary Results

One of the basic problems with which we are concerned is the stems from a strong classical result dealing with the generation of the $SL_2(K)$ over $K$. The proof of this result appears in ([1] Theorem 4) author has described subgroups of the $SL_2(K)$ generated by transvection. This theorem is written as follows

**Theorem 2.1.** ([1]) If $k$ is a field of char $\neq 2$, and if $K$ is an algebraic extension of $k$, such that

\[SL_2(k) \leq G \leq SL_2(K)\]
then $G$ contains the group $SL_2(L)$ as a normal subgroup, such that $L$ is a subfield of $K$ contains $k$, $(k \leq L \leq K)$. If we have $G$ generated by the transvections, then $G = SL_2(L)$.

The intention of the present study is to gain some additional results of the Theorem 2.1 with regard to the case of projective linear groups. Let $k$ be an arbitrary field and $n \geq 2$ an integer. We know that the center of the special linear group $SL_n(k)$ consists of all scalar matrices with determinant 1. In other words, a matrix $g \in SL_n(k)$ belongs to the center of $SL_n(k)$ if and only if $g$ is of the form $\alpha I_n$, where $\alpha$ is an element of $k$ such that $\alpha^n = 1$. In particular, if $n = 2$, the center of $SL_2(k)$ is the subgroup of all matrices $\alpha I_2$ with $\alpha^2 = 1$ (recall, the identity matrix). Now suppose the characteristic of $k$ is not equal to 2. In any such a field, the equation $\alpha^2 = 1$ has exactly two roots, $\pm 1$, and therefore, in this case, the center of $SL_2(k)$ is isomorphic to a cyclic group of order 2. From this, one can conclude, that the center of the group $SL_2(k)$ does not depend on the field over which this group is considered.

Now assume $K$ be an extension field of a subfield $k$, then by the above discussion the center of $SL_2(K)$ is the same subgroup $Z$ that containing all scalar matrices. Any coset of $SL_2(k)$ by the subgroup $Z$, $gZ$, with $g \in SL_2(k)$ is simultaneously the coset of $SL_2(K)$ by $Z$. Thus the set of all cosets of $SL_2(k)$ is contained in the set of all cosets of $SL_2(K)$ by $Z$. But the set of all cosets of $Z$ in $SL_2(k)$ forms the projective special linear group $PSL_2(k)$ over $k$, whereas the set of all cosets of $Z$ in $SL_2(K)$ forms the projective special linear group over $K$, $PSL_2(K)$. Thus we obtain that if the field $k$ is a subfield of the field $K$, then the group $PSL_2(k)$ is a subgroup of $PSL_2(K)$. So it is reasonable to consider intermediate groups lying between $PSL_2(k)$ and $PSL_2(K)$, that is, groups $G$ such that

$$PSL_2(k) \leq G \leq PSL_2(K)$$

By Theorem 2.1 we try to conclude theorem to describe intermediate subgroups between $PSL_2(k)$ and $PSL_2(K)$. But before that, we will introduce elements which are the main tool of our investigation, namely, projective transvections.

**Definition 2.1.** An element $x \in PSL_2(k)$, that is, a coset

$$gZ = \{g, -g\},$$

where $g$ is some element in $SL_2(k)$ will be called a projective transvection if $x$ as a coset of $Z$ in $SL_2(k)$ has a representative which is a transvection of $SL_2(k)$. 
Thus an element
\[
\begin{pmatrix}
1 & 1 \\
0 & 1
\end{pmatrix}
\]
is a projective transvection because the matrix
\[
\begin{pmatrix}
1 & 1 \\
0 & 1
\end{pmatrix}
\]
is a transvection of the group \( SL_2(k) \) (an elementary transvection). We have
\[
\begin{pmatrix}
1 & 1 \\
0 & 1
\end{pmatrix} Z = \left\{ \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, -\begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \right\}.
\]
Also
\[
\begin{pmatrix}
-1 & -1 \\
0 & -1
\end{pmatrix} Z = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} Z,
\]
and therefore the coset
\[
\begin{pmatrix}
-1 & -1 \\
0 & -1
\end{pmatrix} Z \in PSL_2(k)
\]
is also a projective transvection. Note, however, that the matrix
\[
\begin{pmatrix}
-1 & -1 \\
0 & -1
\end{pmatrix}
\]
is not a transvection. To see this, we recall that every transvection \( g \in SL_2(K) \) is a quadratic unipotent element, that is, \( (g - I)^2 = 0 \). But
\[
\left( \begin{pmatrix} -1 & -1 \\ 0 & -1 \end{pmatrix} - \begin{pmatrix} 1 & 0 \\ 0 & +1 \end{pmatrix} \right)^2
\]
\[
= \begin{pmatrix} -2 & -1 \\ 0 & -2 \end{pmatrix}^2 = \begin{pmatrix} 4 & 4 \\ 0 & 4 \end{pmatrix} \neq \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}
\]
because by our assumption the field \( k \) is of characteristic, not equal 2, and hence 4 \( \neq 0 \). Thus a coset
\[
gZ \in PSL_2(k) \ (g \in SL_2(k))
\]
can be a projective transvection even in the case when \( g \) is not a transvection. Also, the group \( PSL_2(k) \) contains elements that are not transvection at all. As a concrete example of such elements, we assume that \( \text{char } k \neq 3 \) (for instance, we can take \( k = \mathbb{Q} \)) and consider the coset
\[
\begin{pmatrix}
\frac{1}{2} & 0 \\
0 & 2
\end{pmatrix} Z = \left\{ \begin{pmatrix} \frac{1}{2} & 0 \\ 0 & 2 \end{pmatrix}, -\begin{pmatrix} -\frac{1}{2} & 0 \\ 0 & -2 \end{pmatrix} \right\} \in PSL_2(k).
\]
Then
\[
\left( \begin{pmatrix} \frac{1}{2} & 0 \\ 0 & 2 \end{pmatrix} - \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \right)^2
\]
which is distinct from the zero matrix because $1 \neq 0$ and $\text{char } k \neq 2, 3$; and

\[
\left( \begin{array}{cc}
-\frac{1}{2} & 0 \\
0 & -2
\end{array} \right) - \left( \begin{array}{cc}
1 & 0 \\
0 & 1
\end{array} \right)^2 = \left( \begin{array}{cc}
-\frac{3}{2} & 0 \\
0 & -3
\end{array} \right) = \left( \begin{array}{cc}
\frac{9}{4} & 0 \\
0 & 3
\end{array} \right)
\]

which is distinct from the zero matrix in view of our assumption $\text{char } k \neq 2, 3$. Thus both of

\[
\left( \begin{array}{cc}
\frac{1}{2} & 0 \\
0 & 2
\end{array} \right), \quad \left( \begin{array}{cc}
-\frac{1}{2} & 0 \\
0 & -2
\end{array} \right)
\]

are not quadratic unipotent elements and hence they are not transvections. This means that the coset

\[
\left( \begin{array}{cc}
\frac{1}{2} & 0 \\
0 & 2
\end{array} \right) Z
\]

is not projective transvection.

By Theorem 2.1 has been concluded our theorem in [21] to describe intermediate subgroups lying between $PSL_2(k)$, and $PSL_2(K)$. This description is given by next theorem.

**Theorem 2.2.** Assume $k$ is a subfield of a field $K$ of characteristic not equal 2 containing more than 9 elements, and let $K$ is an algebraic extension of $k$. If

\[
PSL_2(k) \leq X \leq PSL_2(K),
\]

then $X$ as a normal subgroup contains the group $PSL_2(L)$, where $L$ containing $k$ is a subfield of $K$. If $X$ is generated by projective transvections, then $X = PSL_2(L)$.

Now let us recall that $GL_n(F)$ is the general linear group of degree $n$ over a field $F$ can be viewed as the group $GL(V)$ of all invertible linear transformations (automorphism) of an $n$-dimensional vector space $V$ over the field $F$. Thus any subgroup of $GL_n(F)$ (including the special linear group $SL_n(F)$) can be considered as a group of invertible linear transformations of $V$.

Now let $C$ be a subgroup of $GL_n(F)$ viewed as the automorphism group of the $n$-dimensional vector space $V$, and let $U$ be a subspace of $V$. Then $U$ is said to be invariant under $C$ (or $C$-invariant) if $g(u) \in U$ for all $u \in U$ and for all $g \in C$.

The group $C$ is said to be irreducible if the space $V$ has no nonzero proper subspaces that are invariant under $C$. In other words, $C$ is irreducible if and only if the zero subspace $\{0\}$ and the space $V$ itself are the only subspaces of $V$ invariant under $C$. Now have been needing to form the following auxiliary assertion involving the notion of an irreducible linear group.

**Lemma 2.3.** Let $k$ is a subfield of a field $K$. A subgroup $H$ of $GL_2(K)$ that contains a root $k$-subgroup

\[
t_{12}(k) = \left\{ \left( \begin{array}{cc}
1 & r \\
0 & 1
\end{array} \right) \bigg| r \in k \right\}
\]
and a matrix

\[
x = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(K)
\]

with \( c \neq 0 \), is irreducible.

**Proof.** We identify any 2 by 2 matrix whose entries lie in \( K \) with a linear transformation of a 2-dimensional vector space \( V \) over \( K \) having a fixed basis \( e_1, e_2 \). Let \( U \) be a nonzero subspace of \( V \) such that \( U \) is invariant under \( H \). We show that \( U = V \).

Assume first that \( e_2 \in U \). Then

\[
t_{12}(1) (e_2) = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} (e_2) = e_1 + e_2 \in U
\]

Hence

\[
e_1 = (e_1 + e_2) - e_2 \in U
\]

because \( U \) is a subspace and so closed under subtraction (addition). Thus both of vectors \( e_1, e_2 \) belong to \( U \). But \( e_1, e_2 \) is a basis of \( V \) and therefore every vector of \( V \) can be written as a linear combination of \( e_1, e_2 \). This together with fact that \( U \) is a subspace of \( V \) implies that every vector of \( V \) is in \( U \), and thus \( U = V \).

Now suppose that \( e_2 \notin U \). Hence if \( e = \beta e_1 + \gamma e_2 \) (\( \beta, \gamma \in K \)) is an arbitrary nonzero vector in \( U \), then \( \beta \neq 0 \) (indeed, if \( \beta \) were zero, then \( e = \gamma e_2 \in U \), where \( \gamma \neq 0 \) since \( e \neq 0 \), and so we would have

\[
\gamma^{-1} e = \gamma^{-1} (\gamma e_2) = (\gamma^{-1} \gamma) e_2 \in U
\]

which is false). Hence the vector \( \beta^{-1} e \) is defined, and since this vector is in \( U \) (the subspace \( U \) is closed under multiplication by elements of the field \( K \)), we may replace \( e \) by

\[
\beta^{-1} e = \beta^{-1} (\beta e_1 + \gamma e_2) = \beta^{-1} \beta e_1 + \beta^{-1} \gamma e_2 = e_1 + \beta^{-1} \gamma e_2,
\]

and assume \( \beta = 1 \), that is \( e = e_1 + \gamma e_2 \). If \( \gamma = 0 \), that is, if \( e = e_1 \in U \), then \( U \) contains the vector

\[
t_{12}(1)(e_1) = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} (e_1) = e_1 + e_2,
\]

and hence the vector

\[
(e_1 + e_2) - e_1 = e_2
\]

which contradicts our assumption \( e_2 \notin U \). Therefore, \( \gamma \neq 0 \). Then \( U \) contains the vector

\[
t_{12}(1)(e) = t_{12}(1)(e_1 + \gamma e_2)
\]

\[
= \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} (e_1 + \gamma e_2) = e_1 + \gamma (e_1 + \gamma e_2) = e_1 (1 + \gamma) + \gamma e_2,
\]

and so the vector

\[
[e_1 (1 + \gamma) + \gamma e_2] - e = e_1 (1 + \gamma) + \gamma e_2 - (e_1 + \gamma e_2)
\]

\[
= e_1 (1 + \gamma - 1) + \gamma e_2 - \gamma e_2 = e_1 \gamma.
\]

But \( \gamma \neq 0 \), so \( U \) contains \( \gamma^{-1} (\gamma e_1) = e_1 \) which is impossible as we have already seen. The lemma is proved. \( \Box \)
Next, will be introduced a family of subgroups of the $PSL_2$. Each transvection in $SL_2(K)$ has the form
\[
\left(\begin{array}{cc}
1 + \lambda_1 \mu_1 & \lambda_1 \mu_2 \\
\lambda_2 \mu_1 & 1 - \lambda_1 \mu_1
\end{array}\right),
\]
where the elements $\lambda_1, \lambda_2, \mu_1, \mu_2 \in K$ satisfy the equation $\lambda_1 \mu_1 + \lambda_2 \mu_2 = 0$. For any $r \in K$, the matrix
\[
\left(\begin{array}{cc}
1 + \lambda_1 \mu_1 r & \lambda_1 \mu_2 r \\
\lambda_2 \mu_1 r & 1 - \lambda_1 \mu_1 r
\end{array}\right)
\]
is a transvection too, and the set of all these transvections forms a subgroup of $SL_2(K)$ which is called a root $k$-subgroup of $SL_2(K)$ corresponding to the given transvection
\[
\left(\begin{array}{cc}
1 + \lambda_1 \mu_1 & \lambda_1 \mu_2 \\
\lambda_2 \mu_1 & 1 - \lambda_1 \mu_1
\end{array}\right).
\]
Therefore, the set of all cosets
\[
\left(\begin{array}{cc}
1 + \lambda_1 \mu_1 r & \lambda_1 \mu_2 r \\
\lambda_2 \mu_1 r & 1 - \lambda_1 \mu_1 r
\end{array}\right)Z
\]
is the set of all cosets
\[
\left\{\left(\begin{array}{cc}
1 + \lambda_1 \mu_1 r & \lambda_1 \mu_2 r \\
\lambda_2 \mu_1 r & 1 - \lambda_1 \mu_1 r
\end{array}\right), \left(\begin{array}{cc}
1 + \lambda_1 \mu_1 r & -\lambda_1 \mu_2 r \\
\lambda_2 \mu_1 r & 1 - \lambda_1 \mu_1 r
\end{array}\right)\right\}
\]
with $r$ a subgroup of $PSL_2(K)$, ranging over $k$, and we shall refer to this subgroup as a projective root $k$-subgroup of $PSL_2(K)$. A concrete example of a projective root $k$-subgroup is provided by the group of all cosets
\[
t_{12}(r)Z = \left(\begin{array}{cc}
1 & r \\
0 & 1
\end{array}\right)Z
\]
with $r$ ranging over $k$.

Note that $Z$, being a normal subgroup of the center of $GL_2(K)$, and so the quotient group $GL_2(K)/Z$ is defined.

3 Proof of the Main Result

Proof. Assume that $G$ does not normalize $t_{12}(K)Z$. Again let
\[
\varphi : SL_2(K) \to SL_2(K)/Z
\]
be the canonical homomorphism. Denote by $H$ the full preimage of $G$ under $\varphi$. Since $G \geq T$, the full preimage of $T$ under $\varphi$ consists of all matrices
\[
\left(\begin{array}{cc}
1 & r \\
0 & 1
\end{array}\right), \left(\begin{array}{cc}
-1 & -r \\
0 & -1
\end{array}\right)
\]
with $r \in k$. In particular, $H$ contains a root $k$-subgroup
\[
t_{12}(k) = \left\{\left(\begin{array}{cc}
1 & r \\
0 & 1
\end{array}\right) \mid r \in k\right\},
\]
that is, we have
\[ t_{12}(k) \leq H \leq SL_2(K). \]
Assume that \( H \) normalizes \( t_{12}(K) \), that is, for any \( h \in H \) and for any \( r \in k \),
\[ h^{-1}t_{12}(r)h \in t_{12}(K). \]
Then
\[ (hZ)^{-1}(t_{12}(r)Z)(hZ) = (h^{-1}Z)(t_{12}(r)Z)(hZ). \]
By ([12], Theorem 22.1)
\[ = h^{-1}t_{12}(r)hZ \in t_{12}(K)Z \]
which shows that
\[ hZ \in \varphi(H) = G \]
must normalize \( t_{12}(K)Z \). Since any element in \( G \) has the form \( hZ \) with \( h \in H \), this implies that \( G \) normalizes \( t_{12}(K)Z \) which contradicts the assumption made at the beginning of the proof. Thus \( H \) does not normalize \( t_{12}(K) \) and hence \( H \) contains a matrix, \( h \) say, whose \((21)\)-entry is different from 0. Indeed, assume that each matrix in \( H \) has 0 as its \((21)\)-entry. This means that each matrix \( h \in H \) can be written as
\[ h = \begin{pmatrix} a & b \\ 0 & c \end{pmatrix} \]
with \( a, b, c \in K \). Moreover, \( \det h = 1 \), so \( c = a^{-1} \) and
\[ h = \begin{pmatrix} a & b \\ 0 & a^{-1} \end{pmatrix}. \]
Therefore, for any each \( r \in K \), we have
\[
\begin{align*}
    h^{-1}t_{12}(r)h &= \begin{pmatrix} a & b \\ 0 & a^{-1} \end{pmatrix}^{-1} \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix} \begin{pmatrix} a & b \\ 0 & a^{-1} \end{pmatrix} \\
    &= \begin{pmatrix} a^{-1} & -b \\ 0 & a \end{pmatrix} \begin{pmatrix} 1 & r \\ 0 & 1 \end{pmatrix} \begin{pmatrix} a & b \\ 0 & a^{-1} \end{pmatrix} \\
    &= \begin{pmatrix} a^{-1} & a^{-1}r - b \\ 0 & a \end{pmatrix} \begin{pmatrix} a & b \\ 0 & a^{-1} \end{pmatrix} \\
    &= \begin{pmatrix} 1 & a^{-1}b + a^{-2}r - ba^{-1} \\ 0 & 1 \end{pmatrix} \\
    &= \begin{pmatrix} 1 & a^{-2}r \\ 0 & 1 \end{pmatrix} \in t_{12}(K).
\end{align*}
\]
This shows that \( h \) normalize \( t_{12}(K) \) and since \( h \) is an arbitrary element of \( H \), we obtain that \( H \) is normalizes \( t_{12}(K) \) which is false. Thus \( H \) contains
\[ h_0 = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \]
with $c \neq 0$. By Lemma 2.3, the group

$$\langle t_{12}(k), h_0 \rangle,$$

which is a subgroup of $H$, is irreducible and hence $H$ is irreducible itself. Thus $H$ is an irreducible subgroup of $SL_2(K)$ containing a root $k$-subgroup $t_{12}(k)$. By (1), Theorem 5), there exists a subfield $L$ of a field $K$ whereas $k \leq L$ and $H$ is conjugate in $GL_2(K)$ to a subgroup containing the group $SL_2(L)$ as a normal subgroup. In other words, for some $\sigma \in GL_2(K)$,

$$SL_2(L) \trianglelefteq \sigma^{-1}H\sigma.$$

Applying the homomorphism $\varphi$ to both sides of the last relation, we obtain

$$\varphi(SL_2(L)) \trianglelefteq \varphi(\sigma^{-1}H\sigma),$$

that is,

$$\varphi(SL_2(L)) \trianglelefteq \varphi(\sigma)^{-1}\varphi(H)\varphi(\sigma).$$

But

$$\varphi(SL_2(L)) = PSL_2(L) \text{ and } \varphi(H) = G.$$

Also, we have $\varphi(\sigma) = \sigma Z \in GL_2(K)/Z$, whence we conclude that

$$PSL_2(L) \trianglelefteq \varphi(\sigma)^{-1}G \varphi(\sigma)$$

which accomplish the proof of the theorem.
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